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Abstract—Cloud computing is a class of parallel and distributed 
system comprising of a collection of virtualized computers or 
computers are delivered on demand to the consumers over Internet 
based on SLA between the service provider and customers. 
Virtualization is one of the key technologies with Cloud computing 
utilized to create virtual resources. Aneka is an implementation of 
Platform as a Service approach on the Cloud Environment employed 
to design and implement distributed applications. However, Aneka 
does not support virtualization to create virtual machines. Thus in 
this paper we have created virtual machines using VMware Esxi and 
implemented distributed application on virtual machines with Aneka. 
We study the impact of number virtual machines and size of the file. 
From our experiments it is clear that as number of virtual machines 
increases, computation efficiency improves gradually. 
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1. INTRODUCTION 

Cloud computing is a utility based computing (pay-as-you-go 
model) to deliver the Infrastructure, Platform and Software as 
services on demand over the internet based on SLA (Service 
Level Agreements) among the service providers and 
customers meeting the QoS (Quality-of-Service) constraints.[1 
] 

Virtualization is a software layer in between the bare hardware 
and the operating system. Basically, this software layer does is 
to separate the resources of the bare hardware between all the 
guest operating systems on the virtual machines [1, 2]. In 
computing, virtualization is broadly refers to the abstraction of 
computer resources such as disk, memory, file etc. Resource 
virtualization, the virtualization of system resources such as 
storage, memory and network resources. Virtual memory 
allows contiguous addressing of physically memory and non-
contiguous memory of disk storage. Storage Virtualization, 
the process of completely abstracting logical storage from 
physical storage. Network virtualization, creation of a 
virtualized network addressing space within or across network 
subnets. Multi-computer (cluster) and grid computing is a 
collection of homogenous or heterogeneous computers in local 
area network or wide area network respectively. [2, 14, 15] 

A hypervisor or virtual machine monitor (VMM) is a piece of 
computer software, on the hardware that creates and runs 
virtual machines. A computer on which a hypervisor is 
running one or more virtual machines is defined as a host 
machine. Each virtual machine is called a guest machine. The 
hypervisor presents the guest OSs with a virtual operating 
platform and manages their execution. There are well-known 
virtualization software’s on Windows and Linux host 
Operating System. The various virtualization software’s on 
Windows Operating as host OS such as VMware Workstation 
(any guest OS), Virtual Box (any guest OS), Hyper-V (any 
guest OS). Whereas the various virtualization software’s on 
Linux as the host OS such as VMware Workstation, Microsoft 
Virtual PC, VMLite Workstation, Xen. [16] 

The Hypervisors basically classified into two categories 
namely Type 1 i.e., Bare metal installation and Type 2 i.e., 
Hosted installation. A Type 1 hypervisor is a client hypervisor 
that interacts directly with hardware that is being virtualized. 
It is absolutely autonomous from the operating system, where 
as Type 2 hypervisor, and boots prior to the operating system. 
A Type 2 hypervisor is a class of hypervisor that sits on top of 
an operating system. In contrast to Type 1, a Type 2 
hypervisor demands heavily on the operating system. [16] 

In our study, we used Type 1 Hypervisor i.e., Bare Metal 
installation VMware Virtualization namely VMware ESXi for 
creation of virtual machines for our experiments. 

Aneka is a Cloud Application Development Platform (CAP) 
for developing and executing compute and data intensive 
applications. As a platform it provides users with both runtime 
environments for executing applications developed using any 
of the three supported programming models, and a set of APIs 
and tools that allow you to design new applications or run 
existing legacy code. [9, 10] 

Aneka allows various types of applications such as scientific 
computing, social computing to be executed on the Grid/Cloud 
Infrastructure using Globus/ Aneka respectively. To sustain 
such flexibility it offers different abstractions through which it 
is achievable to implement multithreaded distributed 
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applications. These abstractions are mapped to different 
execution models. Presently, Aneka frame work supports three 
different models namely [12] 
 Task Model 
 Thread Model  
 Map Reduce Model 
 
In this paper, we have implemented the Thread Model for 
developing multithreaded distributed applications on remotely 
executable threads with Aneka. The Thread Model allows 
developers to rapidly virtualizes multi-threaded applications 
with Aneka. It introduces the concept of AnekaThread that 
represents a thread that is executed on a remote computing 
machine in the Aneka network. 

Christian et al. Presented “Deadline-Driven provisioning of 
resources for scientific applications in hybrid Clouds with 
Aneka” for providing quality of service execution of scientific 
applications in hybrid clouds resources acquired from various 
sources.[4] Rodrigo et al. proposed “The Aneka platform and 
QOS-driven resource provisioning for elastic applications on 
hybrid Clouds” for extending scalable applications on the 
Hybrid Aneka cloud by integrating desktop Grids and 
Clouds.[5] Sunil et al. presented “Resource Management for 
Infrastructure as a Service in Cloud Computing” focuses on 
various resource management techniques such as resource 
provisioning, resource allocation, resource mapping and 
resource adaptation for IaaS in Cloud Computing.[6] Giuseppe 
et al. proposed “Cloud Monitoring: A Survey” discusses 
motivation for cloud monitoring, issues arising in cloud 
monitoring and describes services for cloud monitoring.[7] In 
this study, we implemented distributed application on a 
virtualized cloud environment using Thread Model of Aneka.  

The rest of the paper is organized as follows. In section 2, we 
outline the Cloud model used in this work. Section 3 describes 
the proposed algorithm for Thread Model of Aneka cloud. Our 
experimental results are presented in section 4. Finally we 
conclude in section 5. 

2. CLOUD MODEL 
The In our study, we consider the Cloud model as shown in 
Fig.1 The cloud environment consists of Physical machines 
which are interconnected through LAN/ WAN. At systems 
level/site, there is a Cloud Resource consisting of multiple 
physical machines of dissimilar processing capability and just 
above systems level there is Virtualization layer with a set of 
virtual machines are created as per request of the end user. At 
resource allocator level, consists core middleware with various 
modules such as execution &Monitoring module, SLA, 
Metering, pricing and Dispatcher. At cloud user level consists 
of user level middleware comprises of various modules such 
as concurrent & distributed programming, scripting, 
workflows and libraries. Cloud application has distributed 
application such as scientific and social computing to be 
scheduled on the multiple machines/virtual machines by the 
cloud resource allocator/ scheduler. [2, 3]  

.  
Fig. 2 Cloud Model 

3.  PROPOSED ALGORITHM FOR THREAD MODEL 
OF ANEKA 

The wordcount class uses the Thread Model for performing 
the distributed execution of Text file (*.txt) for searching of 
given searched word and combing the results at the master 
Node. This is responsible of managing the interaction with 
Aneka and controlling the execution of the distributed 
application by managing the AnekaThread. [12] The pseudo 
code of main method is depicted in Fig. 2.  

 
static void Main(string[] args) 
{ 
// the initialisation of Aneka Thread Manager; 
app = new AnekaApplication 

<AnekaThread,ThreadManager>(conf); 
 
// Reading list of text File with extension *.txt; 
 
 
hw = new WordCountClass(word, s.ToString()); 
 
// sending WordCount method as an argument to one of the 

node 
 
th[i] = new AnekaThread(hw.WordCount, app); 
 
 
// where i = Number of threads; 
// these threads are assigned to freely available nodes 
} 
} 
 

Fig. 2: Pseudo code of main method of WordCount class 
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The thread method wordcount reads lines from the input text 
file and further reads characters from the line and splits it into 
words. After splitting words, first it compares length of each 
word with the searching word. In case length is equal, then 
compare each character of splited word with searching word. 
If word matches, then increment wordcount variable. The 
pseudo code of method wordcount is depicted in the figure 
Fig. 3. 

public void Wordount() // wordcount method  
{ 

Step 1: Reading lines from the text 
 

 while (( Read line) != null) 
 {  
 Step 2: Reading characters from the each line 
 for (i = 0; i < line.Length; i++) 
 Reading characters from the line;  
 Step 3: collecting words from the each line 
 

for ( i = 0; i < convert_array.Length; i++)  
 { 

 if (convert_array[i] == ' ' || convert_array[i] == '\0') 
 { 
 string s = new string(word); 
 int f, j; 
 Step 4: Comparing each word length with searching word 
 
 if (count_charcter == a.Length) 
 {  
 Step 4.1: Comparing each character of splitted word with 
searching word 
 for (j = 0; j < Length of searching word; j++) 
 { 
 if (a[j] == s[j]) 
 incrementing length of spilted word;  
 } 
 
 if (length of spilted word == length of Searching word) 
 count++; // counting number of words 
 } 
 count_charcter = 0;  
 //initializing character count for next word  
 } 
 else 
 { 
 word[count_charcter] = convert_array[i]; 
 count_charcter++; 
 } } }}} 

Fig. 3: Pseudo code of method wordcount 

4. EXPERIMENTAL RESULTS AND ANALYSIS 

The In this section, we present the results of implementation 
distributed application on virtualized cloud environment using 
Aneka. We used the VMware Esxi for creation of virtual 
machines and created cloud environment on these virtual 
machines using Aneka for our experiments. Aneka frame work 
is used for processing huge data in parallel on multiple 

computers running in a cluster/grid, functioning as if they 
were single large computer.  

The Thread Model allows to virtualizes multi-threaded 
applications with Aneka. It starts the execution of the 
distributed application by creating AnekaThread instances. It 
uses AnekaThread to execute on a remote computing node on 
the Aneka network. [11, 12] 

4.1 Experimental Setup and Cloud Environment 

We have setup a cloud environment system on 4 physical 
nodes by creating 2 virtual machines in each, which are 
Pentium- i5 based systems with processor clock speed of 3.0 
GHz, 4GB Memory and Windows 7.0 professional operating 
System running on them. We used Aneka to setup cloud 
environment on 8 virtual machines. We conducted 
experiments by varying (i) the file size and (ii) the number of 
virtual Machines.  

Distributed application used for the experiments is WordCount 
example using thread programming model of Aneka. It counts 
the number of each word which appears in a large number of 
documents. The disk space needed to store all the text 
documents cannot be accomplished by single machine. As a 
result, these text documents distribute over a multiple 
machines. The WordCount application uses the threads 
operations in order to count the occurrences of one word into a 
document and to sum all the occurrences of the same words 
computed from different files. 

Experiment 1 (Varying number of virtual machines): In this 
experiment our objective is to study the impact of varying 
number of virtual machines on cloud Environment 
performance. We considered the 10 No. Text files with each 
of 25 MB of size are distributed over multiple virtual 
machines through Aneka Master. From Fig.4, we observe that 
computational performance of the Cloud Environment is 
improved as the number of virtual machines increased.  

 

Fig. 4: Cloud Performance by varying Number of Virtual Machines 
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Experiment 2 (Varying number of text Files): In this 
experiment our objective is to study the impact of file size on 
cloud performance with varying number of text files. Here we 
considered file size of 25 MB with varying No. of files as (i) 
15 No. (ii) 20 No. and (iii) 30 No. and executed on the varying 
number of virtual Machines. From the Fig. 5, it is clear that 
the cloud Environment performance is enhanced by increasing 
the number of number of virtual machines for all the above 
considered number files. 

 

Fig. 5: Cloud Performance by Varying Number of Text Files 

5. CONCLUSIONS 

In this paper, we employed Platform as a Service approach of 
Aneka Frame work on the virtualized environment of Cloud 
and implemented Distributed application. Further the Aneka 
Frame Work uses Thread Model to implement to distribute 
threads on multiple virtual Machines available in cloud 
environment. From our analysis, the performance of 
virtualized cloud environment improves with increased 
number of virtual Machines and also shows computational 
superiority of cloud-based method theoretically as compared 
to traditional method i.e on a single Machine. In future, we 
would like to use Map Reduce/ Task Model of Aneka Frame 
work to implement Distributed Application on cloud 
Environment. 
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